
● Autonomous Disaster Response
○ Time-critical missions
○ Safety-critical missions

● Time-critical missions demand 
multi-agent coordination for rapid task 
completion

● Safety-critical missions require 
navigating risks while meeting safety 
thresholds Goal: Coordinate multiple agents to reach 

their goals in a safe manner

Enabling scalable coordination of multi-agent systems relying on image-based observations to solve long-horizon 
safe navigation tasks, while balancing goal achievement with risk mitigation.
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Motivation Problem
How can we advance goal-conditioned RL to enable safer deployment in 

multi-agent, sparse-reward, long-horizon navigation problems?

Problem Features

● Multiple agents
● Long-horizon visual navigation
● Avoid risky behaviors like getting 

too close to obstacles
● Sparse-reward settings

Key Insights

● Goal-conditioned RL handles local 
goal achievement with safe policy

● Planning handles multi-agent 
coordination to ensure global goal 
achievement

Approach Experiments
2D Navigation

Visual Navigation
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